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Reinforcement Learning (RL) Roadmap

no mesh management at all.
(all patches set to Lagrange)

RL mesh
management

to

3 Train

Offline learning:

Merlin + Hydra generates 
database for off-policy 
actor-critic agent

Online learning:

On-policy actor-critic 
algorithm

1 Search

Identify problems with
k-means clustering:

✓ Completed

Acceptable zones 
are not relaxed

2 Reward

After n time steps, compare:

Issue reward based on 
mesh improvement

✓ Nearing Completion

RL Agent 
Policy

*predicted by neural net1,3

Finding the best mesh management
policy through exploration

a. chooses relaxation directives
b. observes the result of the next step
c. receives a reward based on mesh quality

Every time step, the RL agent:

Goal: Maximize cumulative reward

CRASH

CRASH GOAL

START

No Action*

Future work
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Lagrangian (Lag.) Moment 
+42.6 (neural net)
+41.5 (actual)

Relaxation (Rel.) Moment
+0.311 (actual)

Δ = Lag. – Rel. Moment
+46.0 (neural net)
+44.9 (actual)

4

if, on average, metrics improve
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Example: Scaled Jacobian3
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Scaled Jacobian Condition Number

Metrics Evaluate Mesh Quality31

s’ (#relaxed nodes) 

Combine with other metrics 
to calculate rewards!

Δ = M −M

M < 0Moment

Reward= s Δ −∑
metrics

no action RL

(s, s’ are
scale factors)
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